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Introduction

|

December 1992.Berlin.Aglaopheme becomesone with the electric guitar. Her six artificial
brainsjust got reset,her floating-point synapses sprayed with fresh Gaussian noise,leaving
hercluelessface to herbody-environment.Animpishchildlike spirit, readyto enactherown

_ world. To explore and exploit the most intimate connections between outputs and inputs.
To become and make become.
The air is chargedwith static.The roboticsiren hesitantly plucksthe Estring as shemoves

the slide in a downward fashion,producing ashrieking, distorted sound.Thus begins along
andmonotonic solo, as Aglaopheme obsessively plays that E tone, over and over and over.

Nicolas Baginsky is standing in front ofher, mesmerized. The robot never behaved this
way before. There mustbe abugsomewhere in the source code,a glitch in one ofthe rules
governing her behavior.Maybe one ofthe pieces ofhardware, like the pickup or the effects
pedal, is not functioning properly. Yet Baginsky listens, enthralled by the strangeness of
Aglaopheme’s performance as his own brain tries to make sense of the robot’s neurotic
behavior.
Twenty minutes pass that feel like twenty hours. The vibrations of the E string feed

through the guitar pickup and then to a set ofdistortion devices. The filtered sound waves
are converted into a frequency spectrum that is fed back into the robot’s six artificial neural
networks. Each net emits a digital signal, competing for attention, and for the first time
since her synapses have been reset, Aglaopheme’s A net screams louder than the E net,
and the guitar-bot nonchalantly pinches the corresponding string, as ifemerging from her
torpor.

During the rest of Berlin’s Second Electronic Art Syndrome festival—a three-day,
twenty-four-hour event near Alexanderplatz—the robotbegan producing more complex
sonic improvisations, self-organizing around the physical qualities ofthe sound spectrum,
developinga style ofherown,Forthe nexttwo decades,Aglaopheme (seefigure 1.1)would
practice, rehearse,and perform, constantly adapting to the different sound environments to
which she was exposed. Over these years, other robotic music players joined with her to
forma jazz improvisation bandcalled The Three Sirens. All music was played live, without
any score,the resultofthe robots’ self-adapting interactions that came byjammingtogether
in rehearsals and shows.
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ly defined artistic movement, intimately related to previous computational artistic
ices such as cybernetics art, artificial life art, and evolutionary art that I call machine

ing art.!
Machine learning is abranch ofartificial intelligence that allows computersto learn from |

ience ratherthanbybeing“explicitly programmed”(Samuel,1959).Inthe case ofThe
Sirens, the robots learn from the sounds they record live from their environment— |

: ing the sound they themselves produce. This data is processedbya training process, |
enalgorithm that gradually adjusts a mathematical function mapping inputs (soundwaves) |

outputs (pluckingthe indicated string).
This work shares many similarities with speech recognition software found on modern

ile devices such as Alexa or Siri. Most state-of-the-art speech recognition algorithms
‘usedtoday are also based on machine learning. Like Baginsky’s robots,these systems are
‘subjectedto streams ofaudio datafrom which they extract regularities.Inthe case ofspeech |
recognition applications, the sound information is associated with specific phonemes |
that have been previously annotated by humans. The algorithm then tries to predict the
night phonemes given new streams of audio inputs, readjusting itself using the tagged

These two examples share a common technology, but what truly distinguishes them is
how and why they exploit it. Whereas a speech recognition system can be evaluated using
aspecific metric that measure its ability to perform well in its given task (i.e., translating
sounds into text), Baginsky is not really interested in understanding how his robotscome to i]
make their decisions, let alone in measuring the accuracy oftheir musical performances— |
he simply decides whether he likes or dislikes what he hears. His interest lies in the i
possibilities that the technology offers and in the fact that these robotic performers are
developing a unique, specific style, not by direct, hand-crafted programming but ratherby
being exposed to the world andfinding their own way through it. Perhaps more profoundly,
Baginsky is interested in what these adaptive entities, andthe process ofmaking them,can
teach him about music.

Recent breakthroughs in machine learning have sparked a “4th industrial revolu-
tion” (Schwab, 2016) in which adaptive computational systems are rapidly overtaking
intellectual tasks in a diversity offields such as medicine, transportation, and finance. As
Al researcher Max Welling has stated, “where steam engines replacedphysical labor dur-
ingthe industrial revolution,smart algorithms will soon replace mental labor in what some
have dubbed the second machine age” (Welling, 2016). The spearhead ofthis revolution,
deep learning (LeCun,Bengio,& Hinton, 2015;Goodfellow, Bengio,& Courville, 2016),
involves using several interconnected layers ofartificial neurons to representand interpret
patterns present in huge quantities ofdata. These highly “disruptive technologies” (Bower
& Christensen, 1995) significantly alter the way business and society operate, in areas as
diverse as self-driving cars, automated medical diagnosis, smart financial trading systems,
autonomous weaponry, data mining,and surveillance. Indeed, economy,labor,justice, and
the environment, are only a few ofthe many disciplines that are being transformed to their
core by Al.
Deep learning is the last offshoot of a technological lineage that originated in the

late 1940s with the science of cybernetics, and further expanded in the 1980s with
connectionism, an approach in cognitive science and AI that rests on using simplified
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Introduction 5

This frenzied enthusiasm is accompanied by anumber ofmyths andmisconceptions that

aplicate the analysis ofthe situation. Here are some ofthem. |

yth 1: Artificial intelligence, machine learning, and deep learning are one and the

This confusion arises because the term artificial intelligence is employed in at least

ee different ways. The first, which is the one used in this book, refers to a broad field

research that spans many competing approaches. One ofthese approaches is machine

caring, which focuses on designing computer algorithms that can learn on their own.

cep learning is a specific approach within machine learning that uses a particular type of

‘earning system known as artificial neural networks. The second definition ofAI reserves

the term to state-of-the-art systems while previous approaches are considered devoid of

imtelligence. According to this definition, in our day and age, only deep learning and other

anced formsofmachine learning shouldbecalledAI,thusAI is often usedasasynonym

x these cutting-edge techniques. Finally, the third meaning ofthe term, more frequently

ed in everyday parlance, concerns artificial agents that may or may not rely on machine

earning, as in the expression “an AI created this masterpiece.”

Myth 2:Machine learning art is new. Machine learning canbe traced back to the early

[ ofcybernetics in the 1940s. The expression machine learning first appeared in the

1950s around the same time as artificial intelligence. Artists have been using adaptive or
‘earning computational systems since then, through various artistic movements such as

stems art, algorithmic art, robotic art, and evolutionary art. Yet, the presence of such

spproaches in artistic works is often hard to trace because they are frequently used more

5 metaphors than as actual techniques. For example, the definitions of concepts such as

earning,adaptation,andeven artificial intelligence usedby artists often differ greatly from

the corresponding scientific definitions.

fyth3:Machine learning can create art without artists. The ideaofmachinesthat can

together replace artists is far from new.Consider, for example, Jean Tinguely’s Métamat-

es series of drawing machines from the late 1950s, or Harold Cohen’s painting program

AARON,which he developed from 1973 to his death in 2016. Although some machine

Jearning systems produce fascinating results, in fact, as we show in this book, machine

fearning art still requires a lot of labor. While some of the tasks usually associated with

‘computerprogramming are borrowed, other cumbersome and often expensive tasks arise,

such as the building ofhuge data sets, the fine tuning oftraining algorithms, and a lot of

preprocessing and postprocessing. More importantly, even when some ofthe choices are

left to a machine, art always involves a number ofdecisions that can be made only by the

author ofthe work.

Myth 4: Machine learning will soon give rise to superhuman intelligence and cre-

ativity. This is a common myth about machine learning and also more generally about

technologies. The appearance of every new technology has triggered a dread of human

obsolescence. For example, in the early twentieth century, the Futurists claimed that

mechanical technologies would soon overtake humanity (Versari, Doak, Evans, Bellow,

& Curtin, 2016). With regardto current-day machine learning, although opinions diverge

onthe matter,the scientific community seems to largely agree that current systems are very

limited. Although some systems currently in place are impressive, they are still limited to
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practice. While pulling them apart, we discuss the aesthetic and artistic affordances and

significance ofeach ofthese elements, while showing ways that artists engage with these

elements. The goal ofthis process is to reveal the inner workings ofmachine learning and

how it can and does operate within art practice.This process is reflectedinthe organization

ofthe core chapters, each ofwhich focusesonone ofthe three core components oflearning

systems: training processes, models, and data.

The book situates machine learning within new media art by studying its relationships

with key concepts in art such as indeterminacy, materiality, representation,and authorship.

Examplesofartworks andcreative technologies from awide variety ofdomains andformats

are presented and discussed, with a focus on works produced by independent artists who

are critically engaging with machine learning technologies rather than relying on off-the-

shelfsystems.As an artist who works with machine learning, I also, whenever it is relevant,

bring examples from my own research and practice. This approach serves to illustrate the

significance ofdeep learning technologies for the evolution ofnew media art inthe twenty-

first centuryandbeyondas well as the contributionofartists to the fieldofmachine learning.

Why Machines Should Learn

In the Western world, intelligence is often conflated with rational thinking, mathematics,

andlogic. Back inthe 1950s,most artificial intelligence experts thought that the Holy Grail

ofAI was to perform mathematically oriented tasks such as proving theorems or playing

strategic games such as chess and checkers. However, it turned out that such problems

are relatively easy for computers to solve because they exist in definite domains based on

logical rules and symbols.For example, at any given point in achess game,there is a finite

set ofpermissible moves,as certain kinds ofactions are forbidden, such as moving apiece

halfway betweentwo squares.

By contrast, most real-world problems requiring intelligence are very different from

playing board games. For example, although specialized work such as translation, finan-

cial trading, teaching, research, and medical diagnosis and treatment must follow sets of

rulesand guidelines, those tasks require a great deal ofintuition and experience. Moreover,

many tasks that may not seem to require much intelligence because we do them without

thinking—such as moving, talking, recognizing objects, or driving a vehicle—are really

hard for computers to accomplish.

Take the example ofwalking. How do we walk? At first glance, one might believe that

walking could be expressed with a simple algorithm:

Step 1;Put one foot in front ofthe other.

Step 2:Repeat.

However,this procedure does nottake into account all the dynamics involved in bipedal

motion. It may representthe broadpicture ofmostsituations,but it doesnotaddress possible

conditions that would require additional effort, such as moving across irregular surfaces

or climbing;nordoes it address more challenging situations suchasbeingputoffbalance or

carryingaweight. In fact,bipedal walking inhumansis anextremely complex sensorimotor

activity involving the coordinated control ofmuscles in many parts ofthe body.
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reward)or lost (negative reward). Over time, the system should learn how to make more
profitable decisions. Another common example ofreinforcement learning concerns arobot
that moves in an environment andtries to collect items while also returningto its recharging
Station before its batteries are depleted. In this case, the robotneeds to autonomously find
abalance between exploring the space and managing its power.

Although these techniques might seem highly abstract and mathematically distanced
from how we normally understand the processes oflearning andgrowing in biological sys-
tems, supervised, unsupervised, and reinforcement learning each corresponds to a form
oflearning found in real life. Hence, supervised learning is about learning with a guide
such asa teacher or a reference document (consider, for example, a children’s book that
shows pictures ofanimals along with their names). Unsupervised learning is about acquir-
ing knowledge about the world through basic observations, such as how children can learn
the fundamental laws ofphysics by playing with blocks (or later in life, by playing with
fire). Reinforcement learning covers situations in which agents are rewarded (orpunished)
for their actions within the world, such as when a dog is fed a treat after bringing back a
stick or when a young child trips on one oftheir blocks.
These categories do not exist in isolation. Quite permeable, they often share models

and algorithms, as the research carried out in one domain can often be applied to another.
One famous example of this contributed to the resurrection of interest in neural compu-
tation and machine learning in the mid-2000s, when scientists discovered a method to
train multiple layers ofneurons in supervised learning and reinforcement learning systems
by using unsupervised learning to facilitate training the lower-level layers of the neural
architecture (Hinton, Osindero, & Teh, 2006).

Components ofa Machine Learning System
|

Machine learning systems can be further qualified by three constituents that interoperate: a |
training process, a model, and data (see figure 1.2). These items represent interdependent

EP |
Evaluation lan ax
function ty i

Talos
‘ Amee OK)

ONDa; |
|

ey |

Data Training process Model

Figure 1.2
Components of a machine learning system. The training process trains a model over a set of data using an
evaluation function to measure the performance of the model. Drawing by Jean-Francois Renaud.
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Cybernetics to Deep Learning

triumph of machine learning in the twenty-first century builds on more than five
es ofresearch in computer science. Deep learning, an approach to machine learning

is inspiredby the hierarchical and self-organizing nature ofthe brain,has enabled giant
in achieving (andsometimes overcoming) human-level performance on challenging

lems such as computer vision and speech recognition,propelling the field ofartificial
intelligence into a new industrial era that promises to disrupt the very fabric of society.
Yet,deep learning is merely the latest milestone in artificial intelligence, andmore broadly,
in humanity’s long, relentless journey of inquiry into the workings of living systems and
humanintelligence.
Onecantrace the first conceptsthat ledto the emergence ofmachine learning inthe 1980s

and then to its re-emergence in the 2000s, to the interdisciplinary science ofcybernetics.
Born during the post-war period in the United States and England, cybernetics sought to
understand the workings of the brain and, in this endeavor, to comprehend fundamental
mechanisms governing both organic and computational systems. Cyberneticians designed
adaptive and autonomous machines (Walter, 1950;Ashby, 1954)and laid the foundations
ofnew theories ofcontrol and communication (Wiener, 1961;Shannon, 1948).
Some cyberneticians tried to address the workings of human cognition by looking at

the brain’s most basic units: neurons. Walter Pitts and Warren S. McCulloch showed that
simple interconnected neurons could be used to model logical gates (McCulloch& Pitts, |
1943). Grey Walter and Ross Ashby created artificial devices that tried to simulate neuro-
logical mechanismsthrough feedback loops between interconnected units.Atthe end ofthe
1950s, following the work ofneuroscientist Donald Hebb, psychologist Frank Rosenblatt |
proposed a neural-inspired system that could recognize patterns: the perceptron (Rosen-
blatt, 1957).Around the same time, Oliver Selfridge proposed a structure made up ofsets
oflayered units ofneurons for image recognition,which he called the pandemonium (Self-
ridge, 1959).Plagued by important practical and theoretical issues, the perceptron and the j
pandemonium nonetheless embodied core ideas forming the basis of contemporary deep kj
learning systems: that the key to artificial intelligence lies in the design of autonomous
systems made ofstacked layers ofself-oganizing units (i.e., neurons), in which each layer

learns an increasingly higher-level degree ofrepresentation ofwhat the system observes. |
Although cybernetics as a scientific field has more or less vanished, its significance in

the development ofcomputer technologies cannot be ignored, particularly in regard to the |
development ofartificial intelligence and machine learning.What is less known is its influ- |
ence on the society and culture ofthe 1960s,particularly in the field ofcontemporary art, |
inwhich cybernetics was closely relatedto movements such as conceptual art, performance |
art, and kinetic art. These revolutionary approaches attempted to move beyond the mate-

riality of the art object, toward artworks conceived as computer programs and artificial
systems (Burnham,1968). 7

This paradigm shift from objects to systems also resonates with an important theory of
mind that emerged in the postwar era, which would profoundly impact the conception of
the human subject in the Western world in subsequent decades. This current ofthought,
which we refer to as computationalism (also known as cognitivism), is a particular form
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to low-level units can generate complex patterns at higher levels that sometimes look like

living processes and organisms.

At the end of the 1980s, both expert systems and neural networks had shown severe

limitations in real-life settings, and interest in Al faded into a secondAI winter. In response

to these challenges, combining the successes of both ALife and machine learning, and

downplaying the importance of representation in AI systems, Rodney Brooks suggested

an alternative to AI calledNew AI. In opposition to both connectionism and symbolic AI,

Brooks arguedthat intelligence didnotneedarepresentationofthe world andthat cognition

could notbe detached from happening in a situated/embodied manner:in other words, that

the body was using the world as its own model.Therefore, he argued that the only way that

Al could make real progress,was to design robots that could interact in their world and to

gradually build them andteach them how to act within that environment.

In the 1990s, both ALife and New AI became important sources ofinspiration for new

media artists. One notable example is the influence of ALife and complexity theory on

video games;anumber ofimportant simulationgames involving complex phenomenawere

given wide exposure through popular titles such as SimCity and Civilization.A particularly

apropos example is Will Wright’s 1990 game SimEarth: The Living Planet, which allows

the player to supervise the development ofaplanet through indirect means such as varying

its volcanic activity, erosion, rainfall, and albedo. The main scenario follows the different

eras ofthe history ofan earth-like planet, from the formation ofthe crust to the appearance

ofthe first oceans, andthen to the emergence oflife and civilizations.

In contemporary art, ALife art became an art form in itself, for example, through the

work ofNell Tenhaaf, Susie Ramsay, and Rafael Lozano-Hemmer, who in 1999 created

the Art and Artificial Life International Awards (VIDA)with the support of Fundacion

Telefonica. The prize,which ranfor sixteen years, sought to support artistic inquiries in the

field ofartificial life. Robotics artists Louis-Philippe Demers,Ken Rinaldo, and Bill Vorn,

who were all directly inspired by Rodney Brooks’s New AI, are among the winners ofthis

award,Also influenced by Brooks,artist and media theorist Simon Penny came up with the

term aesthetics ofbehavior to describe the kindofwork madeby the creation ofanartificial

agent that interacts with the real world (Penny,2000,2017).

Fromthe mid-1990s to the mid-2000s,the development ofthe internet producedmassive

amounts ofdata, while at the same time computing power increased, in particular through.

the development ofgraphical processing units (GPUs),developed in responseto the grow-

ing entertainment industry (video games and special effects), which specialize in matrix

multiplication—exactly the kind of expansive mathematical operations required to com-

pute extremely large artificial neural networks.These circumstances, together with support

for fundamental research in Canada through the Canadian Institute for Advanced Research

(CIFAR),createdthe contextfor arenaissanceofneuralnetwork-basedmachine learning—

sometimes referredto as the Canadian AI conspiracy.Although connectionist AI hadbeen

widely abandoned in the early 2000s, on the afgoritfmuc side critical breaktiraugts ia te

mid-2000s enabled the effective training ofneural networks with many hierarchical layers,

making it possible for such systems to reproduce and even exceed humanperformance on

tasks deemed extremely difficult (such as computer vision, speech recognition, and text

translation) in a truly autonomous fashion, by analyzing raw information without the need

to rely ona priori knowledge or heuristics designed by humans.
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besmoothly resolvedby benevolent artificial learning systems;more moderate voices point
to the concrete benefits ofmachine learning in health care and education and believe that
the advantages outweigh the drawbacks.

In the 1950s and 1960s, the cyberneticians dreamed of a society regulated by smart,
self-regulating, adaptive systems similar to those found in the human brain. This loosely
organized group ofinterdisciplinary researchers suggesteda complete change in paradigm
about the way we consider technology and how it operates in the world. They criticized
technologies ofthe past fortheir lack ofadaptivity andautonomy driven by ahuman-centric
worldview that sought to control nature (Pickering, 2010), and suggested an alternative
vision oftechnological development that broke with these outdated principles.
What iftechnologies were designed to adapt themselves to natural processes and enti-

ties, rather than the other way around? Can we envision technologies that are not meant to
control nature but ratherto take part in an ecosystem,trying to survive while allowing other
processes to flow? Canwe give artificial agencies the rightto make mistakes? Canwe allow
them to be gracefully weak, imprecise,and hesitant,just as we are? In the field ofAI,what ‘
would happen ifwe moved beyond the ideal ofoptimization and control, toward the most
open-ended paradigm ofadaptation as a living process?

Although its story is deeply rooted in cybernetics (Goodfellow, Bengio, & Courville,
2016), current-day machine learning has not embraced the cyberneticians’s utopian dream
ofself-regulating technologies, relying instead ona relatively traditional engineering cul-
ture that attempts to efficiently solve concrete, measurable problems such as recognizing
patterns or predicting future quantifiable events; in other words, attempting to gain control
over nature.

The potential repercussions ofthe industrial development ofmachine learning, for good
and for bad, are immense. On the bright side, consider, for example, how automated
translation technologies facilitate access to information beyond linguistic frontiers; how
self-driving intelligent cars can potentially reduce traffic and accidents; and how image-
based pattern recognition can improve the quality of medical diagnosis and help reduce
suffering. Yet, as many observers have pointed out, the increasing presence of machine
learning since the mid-2000s through rapid industrial deployment by major multinationals
is problematic in many ways. As a source of important debates, many believe these tech-
nologies might in fact lead to increased inequalities and power imbalances, and fragilize
democracies.As examples,think about thejobs lost due to automation inthe transportation
industry, the deep ethical implications ofautonomous weaponry, the Al-aided fragmenta-
tion ofsociety through the reinforcement ofmedia bubbles and the dissemination offake
news, and the potentially nefarious implications of using learning technologies for crime
prediction and human profiling.

- These discussions are critically needed and require the attention and participation of
all sectors of society. As machine learning is likely to become one ofthe most important
industrial technologies ofthe twenty-first century, how can artists engage in the material
and intellectual debates that it brings forward? How canthey work creatively and indepen-
dently with atechnology that has been aggressively privatized andis increasingly relianton
an industrial complex based on social media and advertising? Consider for example how

- Google’s DeepDream project,!! despite its attempt to make it open to the public as a creative
tool, is inseparable from Google’s access to massive data, computing power, and scientific
expertise.
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There are important challenges for making art with machine learning. First, machine

learning usually requires enormous amounts ofdata, which are difficult to generate or even

access,because most ofthe largest databases are privately owned. Second,computerpower

is still relatively expensive, although costs have been steadily dropping.Third andperhaps

more importantly, artists often lack the technical skills to work with these technologies in

a meaningful way.

Finally, in most cases,machine learning is an optimization process for problem-solving

that attempts to maximize or minimize an evaluation function over time. For example, in

supervised learning classification applications such as detecting cats and dogs in images,

we usually try to minimize the number and range of errors made by the system. But art

is specifically not about optimization because there is no objective evaluation function to

minimize. There is no such thing as the best painting,just as there is no such thing as the

best joke. Preferences are subjective and not mutually exclusive—for example, it is not |

unusual for someone to have many favorite movies.

Fortunately,these difficulties are notinsurmountable.Many ofthese issues canin factbe

circumvented, as artists have needs and goals that differ from those of scientists and engi-

neers. It couldbe appropriate to use smaller databases andless computer-intensive learning

systems for a large variety ofartistic applications. Furthermore, most ofthe technology is

developed under a very open culture.Evenwhen carriedout within the walls oftech giants, |

research is for the most part made publicly available, and many big IT companies play an

active role in making*tools available to the public under open source licenses. Computa-

tional power is likely to increase fast in coming years, and the new generation ofcreative

open hardware has multiple cores and GPUs.

On the positive side, machine learning technologies are becoming increasingly easy to

use.For example, neural-based machine learning used to be a sort ofdark craft because it

required extensive tuning and massaging ofthe data. One ofthe advantages ofdeep learn-

ing is that algorithms are now able to work with raw data, which is a huge gain for users

andmakes working with such systems much easier, There are reamsoffree software tools |

andonline tutorials to learn about these techniques, andthe democratization
ofthese tech-

nologies through education is likely to become central in the development of societies in |

the coming decades.
|

Chapter Breakdown

Thisbookaimsto provide conceptual tools,accounts ofpractice,
andhistorical perspectives

to understand and address machine learning technologies from an artistic standpoint. The |

text is organized in three parts generally following the different components that character- |

ize machine learning systems: training process and evaluation functions (part 1); models

and machines (part 2); and data (part 3). By dissecting the scientific description of learn-

ing algorithms and connecting their properties with artistic questions, I aim to establish a

comprehensive framework that artists, musicians, composers, writers, curators, and media

theorists can use to approach machine learning in works of art and within larger cultural

questions. Throughout the book, I thus bring together an overview ofthe scientific theo-

ries, concepts, and definitions attached to the various components of learning machines,

expressed in an accessible way, an examination, supported by examples, of the oppor-

tunities for artistic exploration and exploitation of machine learning, either through the
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